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Abstract-Inverse methods are often used in heat transfer analysis to determine parameters which are 
difficult or impossible to measure directly, from carefully selected experimental measurements which can 
be more easily carried out. In this type of procedure,-there are often a large number of boundary conditions 
which can affect the outcome. Often it is impractical, or even impossible, to accurately measure all influential 
boundary conditions, and thus estimates are employed. However, the question naturally arises, how 
sensitive are the results of the inverse analysis to the assumed boundary conditions? A statistical method, 
employing an orthogonal array matrix designed experiment, which was used to estimate the effect of the 
uncertain boundary conditions on the results of the analysis, is described in detail and the results are given. 
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II. INTRODUCTION 

A statistical procedure is presented which can be used 
to assess the effect of uncertain boundary conditions 
in inverse heat transfer problems. The need for this 
procedure grew from previous research efforts in 
which it was des:ired to identify the heat transfer 
regimes present in the coolant passages of a diesel 
engine cylinder head. This investigation involved a 
side-by-side analytical and experimental investigation. 
A series of experiments was performed, and the tem- 
peratures at several locations inside the cylinder head 
of a fully functioning engine were measured. A finite 
element model of the cylinder head geometry was 
developed using ANSYS@. The convection 
coefficients along the coolant flow passages were 
determined by adjusting the assumed values until the 
finite element model reproduced the experimental 
temperature field results. Values for all the other 
boundary conditions required for this model were 
identified either by direct measurement or by esti- 
mation based on historical data. It is the sensitivity of 
the results of the finite element analysis, and hence 
the sensitivity of the parameters determined from the 
inverse analysis, to these imprecise boundary con- 
ditions that is addressed here in detail. The heat trans- 
fer study will be briefly presented first and then the 
application of the statistical procedure to this par- 
ticular example will be discussed. Additional infor- 
mation about the engine heat transfer study can be 
found in Norris [l], Norris et al. 12, 31. 

2. HEAT TRANSFER STUDY 

The original project was motivated by the need to 
better understand the fundamentals of heat transfer 

in diesel engine cylinder heads. The goal of the inves- 
tigation was to identify the heat transfer regimes pre- 
sent in the valve bridge coolant passages of a diesel 
engine cylinder head. Past studies have demonstrated 
that both nucleate and film boiling can occur in the 
cooling jackets of an engine [4]. Nucleate boiling may 
be desirable, as heat transfer in this regime is very 
efficient because as the bubbles grow and are carried 
into the mainstream of the liquid, they disturb the 
boundary layer and increase mixing. As the intensity 
of nucleate boiling increases, the heat flux rises rapidly 
with little increase in surface temperature. However, 
at sufficiently high wall temperatures, transition or 
partial film boiling occurs. In this regime bubbles are 
forming so rapidly that a continuous vapor film forms 
on the surface and conditions may oscillate between 
film and nucleate boiling. If transition boiling occurs, 
which would be accompanied by a decrease in the 
heat transfer coefficient, local hot spots can occur and 
adversely affect the fatigue life of the cylinder head, 
resulting in eventual cylinder head failure. 

For this investigation experimental results were 
used in conjunction. with a finite element model to 
identify the heat transfer coefficients along the coolant 
flow passages in a Cummins Engine Co., Inc. LlO 
cylinder head. Since the convective heat transfer 
coefficients were not known a priori, the analysis 
required an iterative procedure. The side by side 
analytical/experimental analysis is depicted in the 
flowchart in Fig. 1. A series of experiments was per- 
formed, and the temperatures at several locations in 
a fully functioning engine were measured by means of 
embedded thermocouples. A three-dimensional finite 
element model of a portion of the cylinder head 
geometry was developed using ANSYS@. Values for 
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EXPERIMENTAL ANALYTICAL 
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Fig. 1. Analytical/experimental procedure. 

the heat transfer coefficients along the coolant flow 
passages were assumed, and the resulting temperature 
profile in the cylinder head was computed. The 
assumed heat transfer coefficients were then adjusted 
until the finite element model reproduced the exper- 
imental temperature results. During this iterative pro- 
cedure the coefficients were manually adjusted making 
use of the assumption that the temperature at each 
thermocouple location was affected solely by the 
assumed convection coefficient for the region in which 
the thermocouple was located. The validity of this 
assumption will be discussed in Section 3.4. The.iter- 
ative procedure continued until the convection 
coefficients which enabled the finite element model to 
reproduce the experimental results (to four significant 
figures) were identified (to three significant figures). 
In this manner the heat transfer coefficients along the 
coolant flow passages were determined, and in turn 
were used to identify the heat transfer regimes present 
in the valve bridge coolant passages, The analysis 
confirmed that local nucleate boiling is present in sev- 

eral locations in the LlO cylinder head and identified 
locations where transition boiling may occur. 

2.1. Flow paths and thermocouple locations 
Figure 2 shows the coolant flow paths through the 

lower cooling jacket of the LlO head as revealed dur- 
ing a flow visualization study using a full-scale trans- 
parent model of the LlO cylinder head [5]. This figure 
shows three cylinders of the six cylinder head. The flow 

Coolant inlet side 

Coolant outlet side 
Fig. 2. Coolant flow paths. 
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passages in the LlO are divided into two symmetric 
halves ; hence the study concentrated on three cylin- 
ders. Note in this figure the alternating placement of 
the exhaust and intake valves, indicated in the figure 
by E and I, respectively. 

Figure 3 details the flow in the valve bridge region 
as revealed by the flow visualization study [5]. The 
coolant enters the ‘upstream’ valve bridges and flows 
around the injector and through the ‘downstream’ 
bridges. A near zero velocity region, indicated in the 
figure as ‘stagnat.ion,’ was observed on both the 
upstream and downstream sides of the injector sleeve. 
As the coolant entered the downstream valve bridges 
it was observed to separate from the jacket wall, leav- 
ing a recirculating zone adjacent to the wall. This is 
also shown in Fig. 3. These two regions were cause 
for concern, as both are in high heat flux regions where 
adequate cooling is imperative to prevent local hot 
spots which would adversely affect the fatigue life of 
the cylinder head. A final region of concern is that 
seen in Fig. 2, between any two cylinders. On both the 
upstream and downstream sides a recirculation region 
exists. On cylinders having adjacent exhaust ports, 
such as the left two cylinders in Fig. 2, this too is a 
region of high heat flux. 

The results of the flow visualization study were used 
to identify distinct flow zones within the cylinder head. 
Velocity estimates were made for each zone based on 
the flow visualization study and Gnielineski’s con- 
vection correlation was used to obtain estimates for 
the heat transfer coefficients, assuming all heat trans- 
fer occurred by pure convection [6]. These estimates 
were considered satisfactory for the areas where the 
flow appeared steady, but were highly uncertain for 
the four areas identified in which details of the flow 
are uncertain due to the possibility of boundary layer 
separation, recirculation, and stagnation. The pri- 
mary goal of this analysis was to determine the heat 
transfer coefficients for these four critical flow zones : 
the apparently stagnant region at the injector bore, 
the separation region in the downstream valve bridge, 
the recirculation region between cylinders on the 
downstream side, and the recirculation region between 

Fig. 3. Flow details in valve bridge area. 

cylinders on the upstream side. This was accomplished 
by using the iterative procedure depicted in Fig. 1. 

To investigate the presence of boiling in the coolant 
passages, three of the six cylinders in the head were 
instrumented with small diameter thermocouples, one 
in each of the critical flow areas. The thermocouple 
locations for cylinder one (an end cylinder) are shown 
in Fig. 3 (indicated by dots), along with results of 
the flow visualization study. The thermocouples were 
skillfully embedded such that the thermocouple bead 
is positioned just on the lower coolant passage wall. 
The precise thermocouple locations were largely dic- 
tated by ease of installation. It is assumed that these 
beads do not interfere significantly with the coolant 
flow or the boundary layer. 

2.2. Analytical model and boundary conditions 
A study conducted at Komatsu Ltd indicated that 

the results from a finite element analysis using only 
the portion of the head between the flame face and 
the coolant passages around one intake and one 
exhaust port were identical to those using an entire 
cylinder [7]. This has also been illustrated in unpub- 
lished studies by Cummins. Therefore, only the por- 
tion of the LlO cylinder head from the flame face up 
to about the midpoint of the coolant passages (called 
the tire-deck) for one-half of one cylinder was mod- 
eled. The portions modeled are shown, indicated by 
the dotted lines, in Fig. 2, as seen from the flame face. 
The same geometric model may be used for any pair 
of intake and exhaust valves for any of the cylinders. 
It is assumed that the heat flow is symmetric about 
the center line. 

The results of the finite element model depend 
strongly on the 15 boundary conditions listed in Table 
1. For this study the thermal load was assumed con- 
stant since the cylinder head temperatures cannot rise 
or fall appreciably in the short time over which one 
cycle occurs. Most of the recorded data for the LlO 
engine is at the rated condition for the engine (1800 
rpm and 270 hp). Therefore, the analysis concentrated 
on the rated condition and represented a worst case. 
Of these 15 boundary conditions, only one, the injec- 
tor sleeve temperature, was directly measured during 
the experiment. Additionally, the bulk fluid tem- 
perature was indirectly measured, and the tem- 
perature of the intake air was measured at the entrance 
to the intake manifold. However, the temperature 
rises as the air travels through the intake port, and 
based on past experience, the average intake air tem- 
perature was assumed to be equal to the measured 
temperature plus 10 degrees. Estimates for the remain- 
ing 12 boundary conditions were obtained making use 
of an extensive historical data base developed for the 
LlO engine. It should be noted that the convection 
coefficient on the flame face, iY,,, was not specified as 
a single value, but rather as a detailed profile which 
resulted from extensive experimentation at Cummins. 
This profile will simply be referred to as Hf,,. 
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Table 1. Rxnerimental factors (boundary conditions) and the assigned levels 

Factor levels 

Column (factor) number and description Symbol (units) 1 (low) 2 (nominal) 3 (high) 

1 

2 

3 
4 
5 

6 
I 

8 
9 

10 
11 
12 
13 
14 
15 
16 

Convective heat transfer coefficient into engine 

Copper fuel injector sleeve temperature 

block 
Convective heat transfer coefficient into intake 
valve 
Empty 
Convective heat transfer coefficient on flame face 
Convective heat transfer coefficient inside 
exhaust port 
Temperature of exhaust gases 
Convective heat transfer coefficient into exhaust 
valve 
Average temperature of exhaust valve 
Convection heat transfer coefficient inside intake 
port 
Temperature of intake air in intake port 
Temperature of engine block 
Average temperature of intake valve 
Convection coefficient into portion not modeled 
Bulk fluid temperature 
Temnerature of combustion gases on flame face 

f&l0 (kW mm2 Km’) 4.09 7.36 

Hi”, (kW m-* K-‘) 1.23 4.09 

f&C 

T’n, 

(kW mm2 K-l) 

W) 

0.8*Nom 

350 

Nom 

358 

1.2*Nom 
H 

366 

gaJ (kW me2 K-‘) 0.409 0.531 0.653 

T 
HZ:, (kW WI K-‘) 1.23 700 

839 978 
m-* 2.86 4.50 

21. jf$’ me2 K-‘) 0.164 700 0.286 811 0.408 922 

T 2.x 09 317 325 333 
T,,” (K) 355 315 395 _._ 
T mt is 533 672 811 
H qy @W m -’ Km’) 8.18 x lo-’ 8.18 x 10-j 8.18 x lo-’ 
Tfl,, (K) 350 355 360 .._ 
T fat id 922 1089 1256 

2.3. Preliminary results 
Table 2 lists the heat transfer coefficients calculated 

by using velocity estimates obtained during the flow 
visualization study along with a pure convection heat 
transfer correlation, as well as the heat transfer 
coefficients determined from the iterative procedure 
for the four regions of interest for all three cylinders. 
Due to the alternating placement of valves, the mod- 
eled areas in cylinders 2 and 3 overlap in the recir- 
culation regions between cylinders. Hence, the con- 
vection coefficients identified for these regions in 
cylinders 2 and 3 should be nearly identical. As seen 
in Table 2, when the finite element model for cylinder 
2 is used along with the appropriate experimental data 
and boundary conditions, the heat transfer coefficients 
identified for the downstream and upstream recir- 
culation regions were 6.58 and 47.9 kW m-* K-‘, 
respectively. Similarly, the values identified for cyl- 
inder 3, using the appropriate experimental data and 
boundary conditions for this cylinder, were 6.60 and 
48.0 kW m-* K-‘, respectively. This close agreement 
helps confirm the validity of the analysis. 

By examining the data listed in Table 2 several 
conclusions may be drawn. In the separation region 
in the downstream valve bridge, the calculated heat 

transfer coefficient inall three cylinders is much higher 
than that estimated for pure convection. Hence, the 
dominant mechanism of heat transfer in this sep- 
aration region is nucleate boiling. The results for the 
region believed to be stagnant at the injector bore are 
very similar and nucleate boiling appears to be the 
dominant mechanism of heat transfer in all three cyl- 
inders. Thus, even in this region, where the earlier 
flow visualization studies indicated little or no fluid 
velocity, there is no evidence of dryout. This strongly 
suggests that a sufficient fluid flow is maintained in 
this area to provide effective cooling. This fluid flow 
may be caused by engine vibrations or by fluid tem- 
perature gradients, which would not have been 
observed in the flow visualization studies [2]. 

In the recirculation region between cylinders on 
the downstream side, the results for cylinder 1 are 
considerably different from those for cylinders 2 and 
3. The calculated coefficient for cylinder 1 is high 
enough to suggest a small amount of nucleate boiling, 
however, the low coefficient calculated for the down- 
stream region between cylinders 2 and 3 suggests tran- 
sition boiling. These results are consistent with the 
fact that the end cylinder runs considerably cooler 
than the inner cyiinders. Thus the inner cylinders may 

Table 2. Heat transfer coefficients (kW m-* K-‘) 

Region Pure convection Cylinder 1 Cylinder 2 Cylinder 3 

Separation 16 528 71.3 406 
Downstream recirculation 25 59.8 6.58 6.60 

Upstream recirculation 29 236 47.9 48.0 
Stagnant 8 384 386 199 

Note : proceeding decimal point indicates all digits are significant. 
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be hot enough to support a transition from the 
nucleate to the transition boiling regime. In the recir- 
culation region between cylinders on the upstream 
side, the results d,o not support a firm conclusion. It 
appears, however., that nucleate boiling is present in 
all three cylinders in this region. 

This analysis indicated that local nucleate boiling 
occurs at several locations in the LlO head and that 
transition boiling may occur in the recirculation 
region between interior cylinders on the downstream 
side. Studies on cracked heads have indicated that all 
bridge failures occur in the interior cylinders of the in- 
line six cylinder LlO head, which agrees with the 
results of this analysis. 

3. STATISTICAL SENSITIVITY ANALYSIS 

At this point, since not all of the boundary con- 
ditions were measured experimentally, an analysis was 
conducted to determine the effect of uncertainty in the 
boundary conditions on the parameters determined 
from the inverse analysis. For example, if the average 
temperature of the intake valve had been estimated as 
672 K, but was actually only 533 K, what effect would 
this have on the finite element model calculated tem- 
peratures and in turn on the convection coefficients 
identified from the analysis. 

As listed in Table 1, there is a total of 15 boundary 
conditions which must be specified for the finite 
element procedure. The conventional approach would 
be to investigate the parameters in a ‘one-factor-at- 
a-time’ procedure. However, this method, in which 
experimental factors are varied one at a time, with 
the remaining factors held constant, only provides 
estimates of the elfects of single variables at selected 
fixed levels of all other variables. It is then necessary 
to assume that the effect would be the same at different 
settings of the other variables [8]. Certainly this is not 
valid for the study given here. For example, the effect 
of changing the equivalent heat transfer coefficient 
into the intake valve will be much greater when the 
temperature of the intake valve is 672 K rather than 
533 K. 

To overcome this difficulty a factorial design could 
be used in which the investigator selects a fixed num- 
ber of levels for e,ach of the variables -and then runs 
experiments with all possible combinations [8]. For 
this example, which has 15 variables, 225 experiments 
would be required even if each factor were investigated 
only at two levels. Of course this offers a huge savings 
over the one-factomr-at-a-time approach which would 
require 1800 experiments to obtain the same precision, 
but 225 is still unmanageable. 

To reduce the number of experiments required 
while still obtaining sufficient information to guide the 
experimenter, the author suggests the application of a 
matrix experiment using orthogonal arrays, a method 
commonly used in robust design. As will be dem- 
onstrated, only 36 experiments were necessary to 
investigate the effect of the 15 boundary conditions 

(13 at three levels and two at two levels). This method 
offers the additional advantage that, with the assump- 
tion that the superposition model approximately 
holds, i.e. that the total effect of the factors is equal to 
the sum of the individual factor effects, data reduction 
simply involves averaging and is very straight forward 
and easy to interpret. 

3.1. Theory 
The statistical sensitivity analysis began by ident- 

ifying the range over which each of the boundary 
conditions may lie. Conservative upper and lower 
limits for each of the boundary conditions were ident- 
ified based on scientific phenomena and past engin- 
eering experience, and the statistical region formed by 
these limits is the region of interest, also called the 
‘experimental’ region. An orthogonal array matrix 
designed experiment was used to investigate the effect 
of all 15 boundary conditions, also called the exper- 
imental factors, simultaneously, and the estimated 
effect of each boundary condition is valid even when 
the other boundary conditions vary over the exper- 
imental region [9]. 

A matrix experiment consists of a set of experiments 
where the values (or levels) of the factors, here the 
boundary conditions, are changed from one exper- 
iment to another according to the experimental design 
matrix, which in this case is an orthogonal array. As 
the name suggests, the columns of an orthogonal array 
are mutually orthogonal-that is, for any pair of col- 
umns, all combinations of factor levels occur and they 
occur an equal number of times [9]. 

There are a limited number of standard orthogonal 
arrays, so it was necessary to force the desired exper- 
iment to fit an available array. Table 3 shows the 
experimental design matrix selected for this analysis. 
It is the standard Taguchi orthogonal array L’36 [lo]. 
This matrix was selected because it most nearly mat- 
ched the requirements of this analysis. The design 
matrix delineates the conditions for each of the exper- 
iments to be performed. The 36 rows represent the 
experiments (or runs) to be performed. The 16 col- 
umns of the matrix represent the 16 factors which may 
be investigated. The entries in the design matrix (the 
Is, 2s and 3s) indicate the levels of the factors. 

The factor levels chosen for this analysis are given 
in Table 1. The low level has arbitrarily been labeled 
‘l’, the nominal level ‘2’, and the high level ‘3’. The 
high and low levels correspond to the upper and lower 
limits identified for each boundary condition, and the 
nominal level, which is actually the best estimate avail- 
able for each factor, is between these limits. Since there 
are only fifteen boundary conditions, one column will 
remain empty; this will not affect the orthogonality 
of the design [9]. The 15 factors are assigned column 
numbers as also indicated in Table 1. In this design 
matrix the first three variables have only two levels 
while the remaining thirteen variables have three. 
Therefore, the variables selected to be assigned to the 
first two columns were those that are not believed to 
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Table 3. Experimental design matrix and sample observations 

Exp #\Factor # 1 2 3 4 5 6 I 8 9 10 11 12 13 14 15 16 Observation 

7 
8 
9 

10 
11 
12 

13 
14 
15 
16 
17 
18 

19 
20 
21 
22 
23 
24 

25 
26 
27 
28 
29 
30 

31 
32 
33 
34 
35 
36 

111111111111111 1 
1111222222222222 
11113 3 3 3 3 3 3 3 3 3 3 3 
12 2 111112 2 2 2 3 3 3 3 
12 2 12 2 2 2 3 3 3 3 1111 
12 2 13 3 3 3 11 112 2 2 2 

2 12 1112 3 12 3 3 12 2 3 
2 12 12 2 3 12 3 11 2 3 3 1 
2 12 13 3 12 3 12 2 3 112 
2 2 11113 2 13 2 3 2 13 2 
2 2 112 2 13 2 13 13 2 13 
2 2 113 3 2 13 2 12 13 2 1 

1112 12 3 13 2 13 3 2 12 
1112 2 3 12 13 2 113 2 3 
1112 3 12 3 2 13 2 2 13 1 
12 2 2 12 3 2 113 2 3 3 2 1 
1222231322131132 
12 2 2 3 12 13 3 2 12 2 13 

2 12 2 12 13 3 3 12 2 12 3 
2 12 2 2 3 2 1112 3 3 2 3 1 
2 12 2 3 13 2 2 2 3 113 12 
2 2 12 12 2 3 3 12 113 3 2 
2 2 12 2 3 3 112 3 2 2 113 
2 2 12 3 112 2 3 13 3 2 2 1 

1113132123313122 
111 3 2 13 2 3 112 12 3 3 
1113 3 2 13 12 2 3 2 3 11 
1223132221132313 
12 2 3 2 13 3 3 2 2 13 12 1 
12 2 3 3 2 1113 3 2 12 3 2 

2 12 3 13 3 3 2 3 2 2 12 11 
2 12 3 2 1113 13 3 2 3 2 2 
2 12 3 3 2 2 2 12 113 13 3 
2 2 13 13 12 3 2 3 12 2 3 1 
2 2 13 2 12 3 13 12 3 3 12 
2 2 13 3 2 3 12 12 3 112 3 

350.72 K 
359.51 K 
362.63 K 
362.66 K 
351.04 K 
356.14 K 

351.24 K 
361.75 K 
351.06 K 
352.04 K 
356.77 K 
361.56 K 

356.57 K 
362.61 K 
351.52 K 
361.93 K 
352.18 K 
356.92 K 

352.01 K 
356.94 K 
361.78 K 
362.34 K 
351.95 K 
356.11 K 

351.95 K 
351.69 K 
361.76 K 
362.61 K 
351.31 K 
351.63 K 

356.40 K 
362.24 K 
352.63 K 
356.81 K 
362.22 K 
352.43 K 

have large effects, and column number three was 
chosen as the empty column. For this analysis each 
experiment is one complete ANSYS @ run utilizing the 
prescribed levels for each factor, i.e. the boundary 
conditions. For example, experiment one requires one 
complete run with the value for each factor set at the 
first level, the low level. For each ‘experiment’ the 
temperature at the four nodal points corresponding 
to the four thermocouple locations was recorded. 

In this experimental design the effect of each of the 
15 variables, called the main effects, can be determined 
independently, but it is not possible to distinguish any 
factor interactions from the main effects. This means 
that the following simple linear model is assumed for 
the response q : 

q = overall mean+ C (factor effect) -terror 
all raEtors 

(1) 

where error here implies the error of the additive 
approximation. Note, in typical design of experiments 
analysis the error term would include a contribution 
due to the error in the repeatability of measuring the 
response, r~, for a given experiment. However, for the 
case presented here the response is calculated from the 
finite element analysis and thus this component of 
error does not exist. This model, also referred to as a 
superposition model, implies that the total effect of 
the factors is equal to the sum of the individual factor 
effects. This does not preclude the individual factor 
effects from being quadratic or higher-order, but does 
ignore the presence of any cross product terms involv- 
ing two or more factors. Thus, factor interactions are 
ignored (91. 

This sort of design is a saturated design, also called 
a Resolution III design. A saturated design results 
when a variable is assigned to each column of an array 
[9]. This experiment corresponds to the ‘screening’ 
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phase used in cbassical experimental design. In this 
phase Resolution III designs are used for studies with 
a large number of factors in order to determine the 
relative importance of each factor. The screening 
phase would normally be followed by a modeling 
phase. In the m.odeling phase a higher resolution 
design would be utilized which would allow for the 
estimation of interactions. In this phase those factors 
found important during the screening phase would be 
further investigated in order to build a mathematical 
model. Since the primary purpose of this analysis is 
to determine the effect of each boundary condition 
and to identify those with the largest effects, not to 
develop a model with which to predict temperatures, 
the modeling phase is not necessary and this saturated 
design is adequate. 

anced over all levels of the other 14 factors. The effect 
of a factor level is defined as the deviation it causes 
from the overall mean [9]. Thus, the effect of Hblo at 
the low level is given by 

mIL-m = 357.11 K-357.02K = 0.09K. (4) 

Similarly, the average temperature when Hblo is at the 
high level, denoted ml”, was found to be 356.93 K, 
and thus the effect of Hblo at the high level is 
- 0.09 K. 

In a similar manner the average temperature when 
the factor in column four, H,,, a three level factor, is 
at the low level, denoted mdL, is found by, 

rndL = f, vi 
( > 

/12 = 356.98K (5) 

3.2. Analysis and thus, the effect of H,, at the low level is 
A complete finite element analysis was performed 

using each of the 36 sets of boundary conditions pre- 
scribed by the experimental design matrix. For each 
run the temperature at each of the four nodal points 
of interest was recorded. These temperatures are 
called the observations. As an example, the obser- 
vations for the nodal point located at the ther- 
mocouple location in the stagnant region at the injec- 
tor bore are listed in the last column of Table 3. The 
sample calculations which follow will be based on 
this data. Similar calculations were performed for the 
other three locations of interest and are shown in 
Norris [l], but a.re not shown here for the sake of 
brevity. The observations were then used to estimate 
the effect of each of the 15 variables on the tem- 
peratures at each of the four nodal points using a 
process sometimes called analysis of means, ANOM 
[91. 

m 4L-m = 356.98K-357.02K = -0.04K. (6) 

The average temperature for each level of the other 
13 factors was calculated in a similar manner, and 
the resulting effects are listed in Table 4. This same 
procedure was used to calculate factor effects for the 
other three locations of interest, and the results can 
be found in Norris [ 11. 

Using the temperatures recorded at each location 
for each of the 16 runs, the effect at that location for 
each level of the 15 variables was calculated. Let the 
recorded temperature, the observation, for each of the 
i = 36 runs at the location of interest be denoted by 
vi (i = 1,36). The balanced overall mean temperature, 
over the entire experimental region is : 

From Table 4, when the value of factor one, Hblo, 
is set at the low level, 4.09 kW m-’ K-l, the average 
nodal temperature is 0.09 K higher than the overall 
average temperature. And when the value of Hb,,, is 
set at the high level, 7.36 kW m-’ K-l, the average 
nodal temperature is 0.09 K lower than the overall 
average temperature. Thus, changing the value of Hb,,, 
from 4.09 kW m-’ K-’ to 7.36 kW m-* K-’ causes 
the average nodal temperature to change by 0.18 K. 

m = 
( > 
iz, I]~ 136 = 357.02K. (2) 

The average temperature when the factor in column 
one, &lo, is at the low level, denoted rnir, is : 

mlL = (~4&&)/18 = 357.11 K. (3) 

This average temperature is calculated using only 
results from runs in which Hbla was at the low level. 
Therefore, only results corresponding to the eighteen 
experiments with a ‘1’ in the first column of the design 
matrix are used. Since an orthogonal array matrix 
design was used for this analysis, this average is bal- 

As can be seen in Table 4, each boundary condition 
and their different levels affect the calculated tem- 
perature to varying degrees. A better way to judge the 
relative importance of each of the boundary con- 
ditions on the overall mean temperature requires cal- 
culation of the sum of squares due to each factor. The 
sum of squares due to factor one, SS,, is equal to the 
total squared deviation of the average at each level 
from the overall average temperature. There are 18 
experiments each at the low and high levels of the 
factor in column one, Hb,,, (which is a two-level 
factor), therefore, 

SSi = 18(mlL-m)* + 18(mi,-m)’ 

= 18(357.11-357.02)‘+ 18(356.94-357.02)’ 

= 0.26. (7) 

This statistic tells how the levels of Hblo influence the 
nodal temperature by using the average temperature 
at each level of Hblo, thus showing how much variation 
Hb,,, adds to the total variation [9]. 
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Table 4. Factors in order of decreasing influence 

Effects by level 
Sum of Contribution to 

Factor Low Nominal High squares (Ss) S&0,,, (%) 

TR” Bulk fluid temp -5.29 0.15 5.14 652.68 98.00 
T ml Injector sleeve temp -0.48 0.15 0.32 4.24 0.64 
T fat Temp of gases on flame face -0.37 0.17 0.21 2.51 0.38 
KU Conv coeff inside intake port 0.01 0.17 -0.18 0.74 0.11 
T snh Avg temp of exhaust valve - 0.08 0.19 -0.11 0.63 0.10 
T mt Avg temp of intake valve -0.17 0.15 0.01 0.62 0.09 
H snh Conv coeff into exhaust valve - 0.08 0.17 -0.09 0.54 0.08 
Tgas Temp of exhaust gases -0.10 0.16 -0.07 0.49 0.07 
H,,, Conv coeff inside exhaust port -0.09 0.16 -0.07 0.46 0.07 
T 
K:U Temp Conv coeff of intake into air part not modeled 

-0.12 0.14 -0.03 0.42 
- 0.06 0.14 -0.07 0.33 0.06 0.05 

T b,o Temp of engine block - 0.07 0.13 -0.06 0.31 0.05 
Hr, Conv coeff on flame face - 0.04 -0.07 0.12 0.28 0.04 
&I0 Conv coeff into engine block 0.09 -0.09 0.26 0.04 
H,,, Conv coeff into intake valve 0.03 -0.03 0.04 0.01 

Error 1.45 0.22 

Total 665.98 

An example of the calculation of the sum of squares 
due to the factor in column four, H,,, a three-level 
factor, follows : 

other three locations of interest are shown in Norris 
PI. 

ss, = 12(m,L-m)Z + 12(m,, -m>* 3.3. Results 

+ 12(m4n - m)’ = 0.26. (8) 

The sums of squares for the other 13 factors are cal- 
culated in the same manner. Since an orthogonal array 
design matrix was used for this analysis, the following 
additive relationship exists between the various sums 
of squares [9], 

The first thing to note in the last column in Table 4 
is that the contribution of the error to the total sum 
of squares is only 0.22%. This indicates that the simple 
additive model assumed in equation (1) was adequate, 
and while there are some interactions present, the 
effect is rather small when compared to main factor 
effects. 

The total sum of squares is given by 

S&0t,, = f r/: -36m* = 665.98. (10) 
i=l 

Now the sum of squares due to error can be calculated 
since the other two terms in equation (9) are known, 

As can be seen from the last column in Table 4, the 
sum of squares values for the bulk fluid temperature, 
T,,, dominates all other factors, and this was found 
to be true at all four locations of interest. These results 
indicate that an accurate measurement of the bulk 
fluid temperature is essential in order for accurate 
values for the convection coefficients to be identified 
from the matching procedure. For this experiment 
there was a rather high level of confidence in the bulk 
fluid temperature. 

~Serr,, = =,,,,, - 1 SS = 665.98-664.53 = 1.45. 
a,, factors 

(11) 

The sum of squares values for the 15 factors and the 
error are shown in Table 4. The factors are listed in 
order of decreasing influence. The total sum of squares 
is 665.98. Thus, the factor Hblo explains 0.04% of the 
overall variation in the temperature, the factor H,, 
explains 0.04%, and the error explains 0.22%. The 
factors with the largest contribution to the total sum 
of squares have the greatest ability to influence the 
overall average temperature. Similar results for the 

The next largest contributor to the total sum of 
squares is the injector sleeve temperature, T,,,, which 
accounts for only 0.64% of the total sum of squares. 
Notice, changing the injector sleeve temperature from 
350 to 366 K results in only a 0.80 K change in cal- 
culated temperature at the nodal point located in the 
stagnant region. The next issue to address is the effect 
that a 0.80 K change in nodal temperature would 
have on the convection coefficient determined for the 
stagnant region as a result of the inverse analysis. 
Several trial ANSYS@ runs were made, and it was 
determined that a change in nodal temperature of 0.80 
K would correspond to a change of about 100 kW 
m-* K-’ in the convection coefficient determined for 
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this zone, which was 384 kW me2 K-‘. Thus, regard- 
less of which injector sleeve temperature was used for 
the analysis, the conclusion (that nucleate boiling is 
present in the stagnant region) would be the same. 
The other boundary conditions have even less of an 
influence on the r’esults of the matching procedure. In 
fact, all but three of the factors have sum of squares 
values less than the sum of squares of the error, indi- 
cating that the e!Tects of these 12 factors cannot be 
distinguished from the error incurred by assuming the 
additive model and as already stated, this error is quite 
small. 

By examining the results for all four nodal 
locations, as presented in Norris [l], the following 
observations are made. As previously noted, the bulk 
fluid temperature dominates the total sum of squares 
at all locations cf interest. The only other variable 
which accounts for greater than 10% of the total sum 
of squares, at any of the four locations, is the tem- 
perature of the engine block, Tbla, which accounts for 
21% of the variability in the temperature recorded 
in the recirculation region between cylinders on the 
upstream side. Thus, an accurate measurement of the 
temperature of the engine block is necessary to obtain 
a good estimate for the convection coefficient in this 
region. Unfortunately, a good estimate was not avail- 
able from this experiment, hence the conclusions for 
this region are subject to question. 

3.4. Uniqueness 
As previously i-ndicated, the assumption was made 

when identifying the convection coefficients that the 
temperature at each thermocouple location was affec- 
ted solely by the assumed convection coefficient for 
the region in which the thermocouple was located. 
This assumption would assure that the converged 
upon solution is unique. To investigate the validity 
of this assumption a second matrix experiment was 
designed and an ANOM was conducted in a manner 
similar to that previously presented. The results of this 
analysis will be briefly discussed here and the details 
can be found in Norris [ 11. 

For this investigation a very large ‘experimental 
region’ was defined with an upper limit for each con- 
vection coefficient. of 825 kW m-* K-’ and a lower 
limit of 8 kW m--* K-l. The results of this analysis 
indicate that even with such a large experimental 
region two primary conclusions can be drawn. First, 
the results of the analysis are not sensitive to the 
convection coefficients assumed for regions other than 
those identified as the four critical flow regions. 
Second, the temperature at each thermocouple 
location of interest is primarily dependent only on 
the adjustable convection coefficient for the region 
corresponding to the thermocouple location. 

The second conclusion was overwhelmingly strong 
for all thermocouple locations other than the sep- 
aration region. In the separation region, the sensitivity 
analysis revealed that the temperature is primarily 
affected by the convection coefficient assumed for this 

region, but that the convection coefficients assumed 
for the ‘other’ regions (‘other’ defined here as all 
regions other than the three remaining critical flow 
regions) also influence the results, to a lesser degree. 
These results indicate that so long as reasonable esti- 
mates can be generated for the flow regions of the 
cylinder head external to the critical flow regions, then 
the temperature in the separation region can be 
assumed to be purely a function of the convection 
coefficient for that region. Based on the results of the 
flow visualization study, the fluid remained steady in 
all areas other than the four critical areas identified, 
and hence the velocity estimates identified from this 
study should be more than adequate for the purposes 
of estimating the convection coefficients for these 
regions. This statistical analysis was essential in assur- 
ing that the solution is unique. 

4. DISCUSSION AND CONCLUSIONS 

A statistical method which utilizes an orthogonal 
array matrix design is presented. Admittedly, the 
author developed and implemented the statistical 
analysis only after the data had been collected from 
the engine experiment. However, it is very important 
to recognize the potential of this tool as a guide during 
the physical experimental design. It would have been 
possible to conduct this statistical analysis, using past 
experience as a guide for the selection of factor levels, 
before the engine experiments were performed. Had 
this been done, the researcher would have known 
exactly which boundary conditions most strongly 
affect the results of the inverse analysis. Efforts could 
have been focused on obtaining accurate estimates 
for the most influential boundary conditions, and the 
time, cost and energy expended on measuring many 
of the boundary conditions, which had little effect, 
could have been saved. The method presented here 
can serve as a guide during the experimental design 
procedure and can result in not only decreased uncer- 
tainty in results, but also in reductions in cost and 
experimental effort. 
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